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Conformal Inference: Lei's work

o Consider i.i.d. regression data
Z1,....Zn ~ P,

where each Z; = (X;, Y;) is a random variable in RY x R, comprised
of a response variable Y; and a d-dimensional vector of features (or
predictors, or covariates) X; = (X;(1),..., Xi(d)).
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Conformal Inference: Lei's work

o Consider i.i.d. regression data
Z1,....Zn ~ P,

where each Z; = (X;, Y;) is a random variable in RY x R, comprised
of a response variable Y; and a d-dimensional vector of features (or
predictors, or covariates) X; = (X;(1),..., Xi(d)).

e Constructing a prediction band C C R x R based on Zi, ..., Z, with
the property that

P(Ypi1 € C(Xnt1)) > 1—a (1)
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Objective of conformal inference

make Cl without assumption
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A simple exercise

Exercise:
Suppose we have positive i.i.d random variables Ry, -+ , Ry, Ry11. Let
Q1—q denote the empirical 1 — « quantile for {Ry,--- , Ry}, what is

approximate value of P(R,11 € [0, Qi1—4])?
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Exercise:
Suppose we have positive i.i.d random variables Ry, -+ , Ry, Ry11. Let
Q1—q denote the empirical 1 — « quantile for {Ry,--- , Ry}, what is

approximate value of P(R,11 € [0, Qi1—4])?
Answer: Consider ordered statisitics for n + 1 R;

Ry, R2), R@3)s -+ s Rinys Rins1)

P(Rn+1 € [0, Qi—a]) = P(Rn+1 rank lower than (1 —a)(n+1)) = 1—«
(2)
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A simple exercise

Exercise:
Suppose we have positive i.i.d random variables Ry, -+ , Ry, Ry11. Let
Q1—q denote the empirical 1 — « quantile for {Ry,--- , Ry}, what is

approximate value of P(R,11 € [0, Qi1—4])?
Answer: Consider ordered statisitics for n + 1 R;

Ry, R2), R@3)s -+ s Rinys Rins1)

P(Rn+1 € [0, Qi—a]) = P(Rn+1 rank lower than (1 —a)(n+1)) = 1—«
(2)

Remark: relax i.i.d to exchangeable.

A
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Construction of full conformal prediction set

@ For each value y € R, we construct an augmented regression
estimator [i,, which is trained on the augmented data set
Zi,...,Zn,(Xnt1,y). Now we define

Ry,i= |Yi _ﬁy (X,-)],i: L...,n and Ry 11 = ‘y—ﬁy (Xn+1)’:
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Construction of full conformal prediction set

@ For each value y € R, we construct an augmented regression
estimator [i,, which is trained on the augmented data set
Zi,...,Zn,(Xnt1,y). Now we define

Ry,i= |Yi _ﬁy (X,-)],i: L...,n and Ry 11 = ‘y—ﬁy (Xn+1)’:

@ Hypothesis test: Hp : Y41 = y, define 1-"p-value”

n+1

1
—> 1Ry < R} ()
i=1

m(y) =
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Construction of full conformal prediction set

@ For each value y € R, we construct an augmented regression
estimator [i,, which is trained on the augmented data set
Zi,...,Zn,(Xnt1,y). Now we define

Ry,i= |Yi _ﬁy (X,-)],i: L...,n and Ry 11 = ‘y—ﬁy (Xn+1)’:

@ Hypothesis test: Hp : Y41 = y, define 1-"p-value”

1 n+1

> 1{Ryi < Ryn} (3)
i=1

W0)2n+1,

we have P(m(Yp41) <1l—a)>1—«

Ceonf (Xn+1) = {y eR: 7T(y) <1- a}, (4)
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Remark on full conformal prediction set

o If (X;,Y;),i=1,...,nareiid., then for an new i.i.d. pair
(Xn+17 Yn+1),

IP)(Yn—i—l € Cconf (Xn+1)) > 1- «,

IP)(Yn—l-l S Cconf (Xn+1)) <l—-a+ nt1
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Remark on full conformal prediction set

o If (X;,Y;),i=1,...,nareiid., then for an new i.i.d. pair
(Xn+17 Yn+1),

IP)(Yn—i—l € Cconf (Xn+1)) > 1- «,

IP)(Yn—l-l € Ceonf (Xn+1)) <l-a+

n+1

o Computationally intensive: For any X,+1 and y, in order to tell if y is
to be included in Ceons (Xp+1), we retrain the model on the
augmented data set (which includes the new point (Xp+1,Y))
= split conformal prediction set
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Construction of split conformal prediction set

Algorithm Split Conformal Prediction

Input: Data (X, Y;),i=1,...,n, miscoverage level a € (0,1),
regression algorithm A

QOutput: Prediction band, over x € Rd

Randomly split {1,..., n} into two equal-sized subsets Z;, 7,

= A{(X,Y) i € Th})

Ri=|Yi—u(X)|,i €

d = the k th smallest value in {R; : i € I}, where k = (n/2 + 1)(1 — «)

Return Cyyic (x) = [1i(x) — d, 1i(x) + d], for all x € R?

o If (Xi,Y:)),i=1,...,narei.id., then for an new i.i.d. draw (X,11, Yot1),

P(Yn+1 S C.split (Xn+1)) >1l—-a

P (Yot € Colit (Xnt1)) <1l—-a+ P
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Problem of conformal prediction band

@ For split conformal, the width is exactly constant over x.
For full conformal, the width can vary slightly as x varies

Solution:

Y0
p(Xi)
where the conditional mean 1z and p(x) denotes an estimate of the
conditional conditional mean absolute deviation (MAD) of
(Y — (X)) | X = x, are fit on the samples in Z;
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Problem of conformal prediction band

@ For split conformal, the width is exactly constant over x.
For full conformal, the width can vary slightly as x varies
Solution:

Y0

p(xi) 7
where the conditional mean 1z and p(x) denotes an estimate of the
conditional conditional mean absolute deviation (MAD) of

(Y — (X)) | X = x, are fit on the samples in Z;

e Marginal coverage: P(Ynt1 € Coonf (Xnt1)) > 11—«
Much stronger property

R; i €1y

P(Yps1 € C(X) | Xpy1 =x) > 1—a for all x € R? (5)
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Statistical accuracy

@ Base estimator is accurate = the conformal prediction band is
near-optimal;
Base estimator is bad, then we still have valid marginal coverage.
e Assumption AO: i.i.d. data (X, Y;) with mean function
pu(x) =E(Y | X = x),x € RY.
Assumption Al: (Independent and symmetric noise) € = Y — p(X)
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Statistical accuracy

@ Base estimator is accurate = the conformal prediction band is

near-optimal;

Base estimator is bad, then we still have valid marginal coverage.
e Assumption AO: i.i.d. data (X, Y;) with mean function

pu(x) =E(Y | X = x),x € RY.

Assumption Al: (Independent and symmetric noise) € = Y — p(X)
@ Two oracle bands:

© Super oracle band:

G (%) = [1(x) = Gas p1(X) + Gal

where g, is the a upper quantile of £(]el).
(i) valid conditional coverage (ii) shortest length for both
conditional /marginal coverage

© Regular oracle band:

Co(x) = [itn(x) = Gn.a» Fin(X) + Gn.a]

where g o is the a upper quantile of £ (|Y — f2,(X)|).
Only offers marginal coverage.
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Property: Split conformal prediction bands

o~

e Compare two oracle: estimation error is A,(x) = fin(x) — p(x)
|Gna — gal S EAZ(X)
e Assumption A2: (Sampling stability). For large enough n,
P ([lin = Al s = 10) < pa,

for some sequences satisfying 7, = o(1), pn = 0(1) as n — oo, and
some function .

@ Theorem(Split conformal approximation of regular oracle): under
A0,A1,A2, and the density of |Y — i(X)], is lower bounded away
from zero v, piir denote the split conformal interval’'s width

Vnsplit — 2qn,a = O]P’ <pn + M + n*1/2)
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Super Oracle Approximation Under Consistency

Assumptions

o Weaker condition than EA2(X) = o(1)
Assumption A4:(Consistency of base estimator). For n large enough,

P (Ex |(n(X) = (X)) | fin| = m0) < o0,

for some sequences satisfying 7, = o(1), pp = o(1) as n — o

@ Theorem (Split conformal approximation of super oracle): under A0,
Al, A4 and |Y — u(X)| has density bounded away from zero

L(Co, spiit (X)ACS (X)) = op(1)

where L(A) denotes the Lebesgue measure of a set A, and AAB the
symmetric difference between sets A, B. Thus, C, spic has
asymptotic conditional coverage at the level 1 — a.
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Limitation of conformal prediction

@ Assumption Al require homoscedastic noise.

@ Without modeling assumption, it is known to be impossible to
construct non-trival prediction intervals with guaranteed conditional
coverage.
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Theory of CQR

Conformity score: EiCQR = max {@a/z (Xi) = Yi,Yi— Gi_a)2 (X;)}

C& M (Xngr) = [%/z (Xn+1) — Qi_a (ECOF; 1) G1a/2 (Xnt1) + Qi_a (ECQR;ZE)}

@ i.i.d + regularity 4+ consistency

Cg"ade (X"'H-) = [qa/2 (Xn+1) y d1—a/2 (Xn-',-l)]
P [E |:(q\a/2(X) - qa/2(X))2 | aa/Za al—a/2i| < nn} > 1—- Pn

P[E [(81-0/2(X) = d1-a/2(X))* | daj2: @1as2| <] =1~ pn,

for some sequences 7, = o(1) and p, = o(1), as n — oc.
L (Ca (Xas2) B (Xia)) = 02(1)
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Candes work—own perspective

@ holdout method
@ conformal under covariate shift

© conformal hypothesis testing
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Jackknife and jackknife-+

G {vi} = the [(1 —a)(n+1)]-th smallest value of vi,..., vy,
G {vi} = the |a(n+1)]-th smallest value of vi,...,v, = =g, {—vi}.

@ Jackknife (no holdout), no theoretical guarantee

CRe ™ (Xnt1) = A (Xat1) £ o {1Yi — A= (X0)[}

@ Split conformal: train and holdout

6s’poléit,conf (Xns1) = B (Xns1) £ Gno {|Yi — B(X)|,i € holdout}
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Jackknife-+-

CRa™™ ™ (Xns1) =[G {7t (Xnr) = REOC}. G0 {7ii (Xova) + REOO)]
Cra™ ™ (Xot1) = [Gna {7 (Xna) = RFO}. @10 {7 (Xora) + RFOO}]

@ Theorem: N .
P{Vyi1 € Rt (X,10) b > 1-2a

@ To ease computation, K-fold CV+

: ,i=1...,n

R'CV = ‘\/1 - ﬁ—sk(,‘) (XI)

Nt K1) = [T {7151y Kni1) = ROV Gt {5,y (Xnia) + ROV Y]
Theorem:

P{Ynﬂ e COV, (xn+1)} >1-2a—+/2/n
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Some comparison: theoretical and computational

Method Assumption-free theory
Split conf. (holdout) > 1 — « coverage
Jackknife No guarantee
Jackknife + > 1— 2« coverage
Full conformal > 1 — «a coverage
K-fold CV+ > 1 — 2« coverage

Method Model training cost

Split conf. (holdout) 1

Jackknife n

Jackknife + n

K-fold CV+ K

Full conformal Ntest * Ngrid

by Weihao LI Feb 11th 2023 18 / 40



Conformal prediction under covariate shift: weighted

conformal inference [

iid.
(Xi, Yi) '~

(Xnt1s Yog1) ~

= PX X Py|X,i:1,...,n,
= ﬁx X Py|x, independently.
o Assume w (X;) = dPx (X;) /dPx (X;) is known

@ no covariate shift: % Dy 00 + ﬁéoo
o covariate shift: D211 pf*(x)d, () + Pii (X)dco
w (Xi)

p;N(X):Z}’ZIW()Q)“I'W(X)’I.:]-’.”,”

w(x)

Pral) = S0 T W)

"look exchangable”
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Conformal prediction under covariate shift

Distribution-free but with problem-specific assumption, naive bands is not
good since we do not take advantage of those assumption.

@ Adaptive conformal inference under distribution shift: online setting
[GC22]

@ Conformalized survival analysis [CLR21]: lower predictive bounds on
survival times, censoring matter

IP’(T/\COZ Z(X)) >1-a
© Conformal casual inference [LC20]

i (Y(l) —Y(0) e C’ITE(X)> >1-a
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Conformal casual inference | ]
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Testing for outliers with conformal p-value |

@ Clean i.i.d training data, given many testing data want to test
Ho,i = Xi ~ Px, for any X; € Dtet

o marginally superuniform (conservative) p-values (M) (X, 1) :
P [ame) (X,p) < t| <,

under Ho ;

o Calibration-conditional conformal p-value, D = ptrain  pea!
P [1@ [meev) (Xps1) < t | D] < tforall t e (0, 1)] >1-4

under Ho ;

e Significance: (1)leverage any black-box machine-learning tool
(2) control FDR via multiple testing procedure
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Functional data—conformal

The sequence z(-), ..., z,(+) consists now of L2[0, 1] functions. The
definition of validity for a confidence predictor v is:

P(zpt1(t) € ¥ (21,...,2z5) (t)Vt) > 1 —a  for all P.

To apply conformal prediction, a nonconformity measure is needed. A
choice might be:

Ri = /(z,-(t) —2(t))* dt

where Z(t) is the average of the augmented data set.
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Functional data—conformal

The sequence z(-), ..., z,(+) consists now of L2[0, 1] functions. The
definition of validity for a confidence predictor v is:

P(zpt1(t) € ¥ (21,...,2z5) (t)Vt) > 1 —a  for all P.

To apply conformal prediction, a nonconformity measure is needed. A
choice might be:

Ri = /(z,-(t) —2(t))* dt

where Z(t) is the average of the augmented data set. Then, one more
step is mandatory. Given a conformal prediction set +“, the inherent
prediction bands are defined in terms of lower and upper bounds:

I(t) = inf z(t) and u(t)= sup z(t).
zeye zEN®

Consequently, thanks to provable conformal properties,
P(I(t) < zpy1(t) < u(t),Vt) > 1 -«
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Testing for outliers with conformal p-value |

@ Clean i.i.d observed data from Py, given many testing data want to
test Ho i : Xj ~ Px, for any X; € Dt

o marginally superuniform (conservative) p-values (M) (X, 1) :
P [ame) (X,p) < t| <,

under Ho ;

o Calibration-conditional conformal p-value, D = ptrain  pea!
P [1@ [meev) (Xps1) < t | D] < tforall t e (0, 1)] >1-4

under Ho ;

e Significance: (1)leverage any black-box machine-learning tool
(2) control FDR via multiple testing procedure
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Statistical accuracy

@ Base estimator is accurate = the conformal prediction band is
near-optimal;
Base estimator is bad, then we still have valid marginal coverage.
e Assumption AO: i.i.d. data (X, Y;) with mean function
pu(x) =E(Y | X = x),x € RY.
Assumption Al: (Independent and symmetric noise) € = Y — p(X)
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Property: Split conformal prediction bands

o~

e Compare two oracle: estimation error is A,(x) = fin(x) — p(x)
|Gna — gal S EAZ(X)
e Assumption A2: (Sampling stability). For large enough n,
P ([lin = Al s = 10) < pa,

for some sequences satisfying 7, = o(1), pn = 0(1) as n — oo, and
some function .

@ Theorem(Split conformal approximation of regular oracle): under
A0,A1,A2, and the density of |Y — i(X)], is lower bounded away
from zero v, piir denote the split conformal interval’'s width

Vnsplit — 2qn,a = O]P’ <pn + M + n*1/2)
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Super Oracle Approximation Under Consistency

Assumptions

o Weaker condition than EA2(X) = o(1)
Assumption A4:(Consistency of base estimator). For n large enough,

P (Ex |(n(X) = (X)) | fin| = m0) < o0,

for some sequences satisfying 7, = o(1), pp = o(1) as n — o

@ Theorem (Split conformal approximation of super oracle): under A0,
Al, A4 and |Y — u(X)| has density bounded away from zero

L(Co, spiit (X)ACS (X)) = op(1)

where L(A) denotes the Lebesgue measure of a set A, and AAB the
symmetric difference between sets A, B. Thus, C, spic has
asymptotic conditional coverage at the level 1 — a.
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Limitation of conformal prediction

@ Without modeling assumption, it is known to be impossible to
construct non-trival prediction intervals with guaranteed conditional
coverage.
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Theory of CQR

Conformity score: EiCQR = max {@a/z (Xi) = Yi,Yi— Gi_a)2 (X;)}

C& M (Xngr) = [%/z (Xn+1) — Qi_a (ECOF; 1) G1a/2 (Xnt1) + Qi_a (ECQR;ZE)}

@ i.i.d + regularity 4+ consistency

Cg"ade (X"'H-) = [qa/2 (Xn+1) y d1—a/2 (Xn-',-l)]
P [E |:(q\a/2(X) - qa/2(X))2 | aa/Za al—a/2i| < nn} > 1—- Pn

P[E [(81-0/2(X) = d1-a/2(X))* | daj2: @1as2| <] =1~ pn,

for some sequences 7, = o(1) and p, = o(1), as n — oc.
L (Ca (Xas2) B (Xia)) = 02(1)
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